
Presentation title
Name

Date 2023

Synthetic Dissolved Gas Analysis Data Generation and Training of a 
Time Series Predictor

Mauricio Soto, PhD

June 10th 2024



AI can increase accuracy, productivity, 
reliability and safety throughout the life  

cycle of transformers
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AI Can Add Value Throughout the Life Cycle of the Transformer

MaintenanceOperateManufactureDesign



Electrical and Mechanical Design 
Optimization Transformer Specification Support Failure Prevention
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Design



Process Optimization Manufacturing Safety Assisted Inspection
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Manufacture



Failure Detection Behavior Forecasting Increased Security
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Operate



Failure Clustering Predictive Maintenance Chat Bot Support
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Maintenance



All These AI Tools Have One Thing in Common:

They All Need Data
(and usually, lots of it)



The Quality of AI Models is 
Proportional to the Data They are 

Trained On



In the Transformers Community,
Due to Privacy, Security, Compliance 

and Competitiveness Concerns,
Data is Not Freely Shared



Data Synthesis Data Anonymization
GANs 
Regression
Bayesian models
Markov chains
Time series
Etc.
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Synthetic data is artificially generated rather than produced by direct measurement
When we don’t have access to real-world data, we create data that behaves how a transformer would behave
We use a combination of real transformer data, domain knowledge expertise, and statistical tools
Use cases: Train ML models, perform testing of monitoring algorithms, perform data anonymization, transformer 
simulation, and other digital functionality (data modeling, data analysis, etc.)

Synthetic Data for Time Series



Generating synthetic data for time series
- Time Series: Datapoints indexed in order of time
- Dissolved gas analysis, load, temperature, tap position, vibroacoustic, frequency response analysis, etc.

Input: A dataset to use as a sample of behavior
Output: A different dataset that follows a similar behavior as the input dataset
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Our Approach (Synthetic Data Generation for Time Series)
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Used in classification problems 
• For each datapoint in the minority class:

• Select k nearest neighbors of the minority class 
• Calculate a vector between the datapoint and its neighbors
• Multiply each vector by random number to change magnitude
• Create new datapoint with the resulting magnitude

SMOTE (Synthetic Minority Oversampling Technique) 



Adapted SMOTE to be applied to time series:
• Flatten search space to a single dimension (time)
Added an additional multiplier to increase flexibility
Added domain knowledge filters to ensure the data behaves as a real transformer would
• E.g., DGA values can’t be negative; load has periodicity per day, week and year; lower 

temperature increases oil viscosity; ambient temperature vary by location and time 
of year; etc.

15

Our Approach
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Data Synthesis Procedure Pseudocode
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Synthesis Technique
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Synthesis Technique – One Synthetic Time Series
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Synthesis Technique – Two Synthetic Time Series
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Synthesis Technique – Ten Synthetic Time Series



Multiplier = 1 Multiplier = 2

Multiplier = 5 Multiplier = 10

Varying Configurable Multiplier



Exploring Uses of Synthetic Data: 
Predicting DGA Readings Using a 

Synthetic Corpus



• Three Transformers
• M10 sensor / Samples every 10 minutes
• Four months and a half, for each transformer
• ~18,500 readings per transformer
• Used C57.104 to divide between typical and atypical readings
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Sample Transformer Data
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Typical time series                   Atypical time series                  

Sample Transformer Data (Acetylene)
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Split Into Training and Testing Sets (90/10)
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Accuracy: 98.03%

Balanced accuracy: 93.97%

• Typical Readings:    Precision: 99.75%    Recall: 98.22%
• Atypical Readings:    Precision: 54.24%   Recall: 89.72%

Atypical readings: 

Recall:

• From the readings that were actually atypical, how many did our model said were atypical 

• 89.72% of atypical readings where correctly reported as atypical

Precision

• From the readings our model said where atypical, how many where actually atypical 

• Reported a lot of false positives: 45.76%

Test Classification Model on Held-Out Testing Data



• Proposed a methodology to generate transformer synthetic data using a combination of 
real transformer data, domain knowledge expertise, and statistical tools

• Methodology can be used to any time series such as DGA, load, temperature, tap change 
positions, vibroacoustic, etc.

• Use cases: ML modeling, perform testing of monitoring algorithms, data analysis, data 
anonymization, transformer simulation, etc.
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Take Aways
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